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Abstract: African American men are underrepresented among faculty in academic science, tech-
nology, engineering, mathematics, and medicine (STEMM). Implicit racial biases are one factor 
that may contribute to this underrepresentation. The current study examines whether a videogame 
can reduce implicit racial bias, inducing players to feel empathy for the game’s protagonist, an 
African American graduate student named Jamal Davis. Participants in this randomized controlled 
study either played a game designed to reduce implicit bias (experimental condition) or read a 
narrative based on the game experience (control condition). In both conditions, the participants 
are asked to take on the role of Jamal; however, in the game, players actively get to play as this 
character. Participants’ levels of perspective taking and empathy for Jamal, awareness and expe-
rience of bias, and implicit bias towards African Americans were compared to understand whether 
gameplay can lead to reductions in implicit racial bias.

Introduction & Context of the Study

African Americans make up thirteen percent of the U.S. Population (U.S. Census, 2010), but only four percent of 
faculty in science and engineering at all four year colleges and institutions (NSF, 2008) and only three percent of 
faculty at Research I institutions.  There are numerous reasons for this underrepresentation. Popular explanations 
include: inadequate science, technology, engineering, mathematics and medicine (STEMM) exposure in K-12; 
negative peer pressure; low expectations from teachers; students’ belief in stereotypes about what science is, 
what scientists do, and what kinds of people become scientists, (Quality Education for Minorities Network, 2010). 
Another factor that has been studied to a lesser extent is implicit racial bias of current STEMM faculty members.

Implicit biases are unconscious assumptions based on group stereotypes. Implicit racial bias is an unconscious 
tendency to prefer one race of individuals to another. Studies show that the majority of people in the U.S., 
including individuals in STEMM fields such as medicine (Green et al., 2007) and psychology (Boysen & Vogel, 
2008), unconsciously prefer White individuals to Black individuals (see also Nosek et al., 2007; Nosek, Banaji & 
Greenwald, 2002).

The majority of people in Western societies also have stronger implicit associations with men and science than with 
women and science (Nosek, Banaji, & Greenwald, 2002; Cvencek, Meltzoff, & Greenwald, 2010). In other words, 
most individuals hold the stereotype that most scientists are men. Studies have shown that when the majority 
of individuals in a given culture have high implicit biases against women in science, women have lower science 
and math achievement (Nosek et al., 2009). Thus, implicit biases, even though unintentional, can disadvantage 
individuals from negatively stereotyped groups.

Not a single study directly measures the impact of implicit racial bias in academia; however, numerous studies 
document the “chilly climate” and subtle racial discrimination that racial/ethnic minority faculty experience (e.g., 
Solorzano, Ceja, & Yosso, 2000; Peterson, Friedman, Ash, Franco, & Carr, 2004; Pololi, Cooper, & Carr, 2010; 
Singh, Robinson, & Williams-Green, 1995). While most individuals do not believe themselves to be racist, it is 
possible for explicitly non-prejudiced individuals, with the best intentions, to act on implicit racial biases (Devine, 
1989).

In academic medicine, Black faculty are one third as likely to hold senior rank as White faculty, even after statistically 
controlling for department, medical school, years as faculty, number of peer-reviewed publications, receipt of 
research grant funding, proportion of time in clinical activities, sex, and tenure status (Palepu, Carr, Friedman, & 
Ash, 2000). Black STEMM faculty are also ten percent less likely than White faculty to receive a National Institutes 
of Health (NIH) R01 grant, even when controlling for demographic variables (e.g., race/ethnicity, gender, citizenship 
status), education and training (e.g., degree type, degree field, previous NIH training), employer characteristics 
(e.g., NIH funding rank, institution type, Carnegie Classification), NIH experience (e.g., previous NIH grant awards, 
NIH review committee member), and research productivity (e.g., publication quartiles, citation quartiles, impact 
factor of publications; Ginther, et al, 2011). On the website ratemyprofessors.com, Black male faculty are rated 
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more negatively by their students than all other faculty (Reid, 2010). Thus, it is possible that unconscious racial 
biases impact the careers of African American faculty.

Research has found that taking the cognitive perspective of an individual from a stigmatized group can reduce 
one’s implicit bias. A recent study (Todd, Bodenhausen, Richeson, & Galinsky, 2011) found that implicit bias towards 
African American men was reduced when individuals attempted to take on the perspective of an African American 
man being discriminated against. Another study found that non-Muslim participants who simply imagined talking 
to a Muslim stranger showed decreased implicit bias towards Muslims (Turner & Crisp, 2010). One caveat to 
this work is that individuals are more likely to take the perspective of those believed to have similar personality 
characteristics and values (Krebs, 1975).

Typically, perspective-taking studies ask participants to read a narrative, or listen to an interview, and then 
imagine themselves as the individual. Yet, what if participants were able to actively take on the role of such an 
individual? Would this lead to improved results? Few studies have considered this type of “active perspective 
taking,” however, one such study (Clore & Jeffery, 1972) asked a group of able-bodied college students to spend 
25 minutes traveling around campus in a wheelchair. They asked another group of able-bodied students to follow 
them at a close distance. They found that both students who traveled in a wheelchair and those who followed them 
responded significantly more positively to a disabled person. Additionally, four months later, they were more likely 
to recommend increased university spending on facilities for disabled students. This study was conducted before 
the development of measures of implicit attitudes, such as the Implicit Association Test (IAT; Greenwald, McGhee, 
& Schwartz, 1998). The current study asked participants to actively take on the role of a member of a stigmatized 
group, in this case an African American scientist, to determine whether spending a day in his life will lead them to 
take his perspective, and in turn, have decreased implicit bias against all African Americans.

Videogames are a unique medium in which players become immersed in virtual worlds that would otherwise 
be difficult to replicate (Gee, 2003). Players are active agents in these game environments, and interactions 
therein can result in memorable and personal experiences for the players (Squire, 2011). Player engagement is 
a key consideration in game design, and many designers strive to create worlds in which players will identify and 
empathize with the main character of the game (Schell, 2008). Good games allow players to merge their real-world 
identity with the identity of their game character, typically the protagonist.

Games allow for vast opportunities to role-play, thus, lending themselves to opportunities for active, or embodied 
perspective taking. Yee and Bailenson (2006) found that college students who actively took on the perspective 
of an elderly person in a virtual environment developed more empathy and positive attitudes towards the elderly 
than students who took on the perspective on a young person. The purpose of the current study is to examine 
whether playing a videogame in the role of a member of a stigmatized group will lead to greater reductions in 
implicit racial bias compared to simply imagining oneself in that role. To this end, we have designed a videogame in 
which players play a young African American graduate student named Jamal Davis. We conducted a randomized 
controlled study in which we compared playing Jamal in the videogame Fair Play (experimental condition) to 
reading a narrative description of the events in the game (control condition).

In Fair Play, we capitalize on players’ projected identity (Gee, 2003) to create experiences where they can actively 
take on the role of Jamal. In the game, Jamal experiences subtle racial discrimination from his colleagues and, as 
the game goes on, players are encouraged to imagine themselves as Jamal and reflect on the impact of the non-
player characters’ (NPCs) implicit racial biases.

Methods

We collected data from 131 graduate students from STEMM departments at a large university in the Midwest. 
Participants were recruited to participate in the study via email invitation. The email included a link that randomly 
redirected participants to either the experimental or control condition.

The experimental condition contained the game described above, in which participants played the role of Jamal as 
he navigates through the world of academia. In the game, participants had the opportunity to experience implicit 
biases as Jamal, particularly in his encounters with other game characters and environment. The control condition 
contained an image of Jamal and a narrative of the experiences he encounters throughout the game, though this 
narrative does not allude to the game directly. Participants in both conditions were asked to “imagine (themselves) 
as Jamal.” This phrase has been found to be a useful way to induce perspective taking in previous studies (e.g. 
Batson, Early, & Salvarani, 1997; Todd, Bodenhausen, Richeson, & Galinsky, 2011; Turner & Crisp, 2010).
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Participants in both experimental and control groups were given the same seven outcome measures immediately 
after playing the game or reading the narrative. First, they took an Evaluative Race Implicit Association Test (IAT; 
Greenwald, McGhee, & Schwartz, 1998), which quantified the strength of their implicit racial associations. Next, 
they completed a brief survey battery containing a measure of empathy (Batson, Early, & Salvarani, 1997; Batson, 
Polycarpou et al., 1997; Toi & Batson, 1982) and three questionnaires designed by our research team to measure: 
level of engagement in the exercise, degree of perspective taking, and awareness of racial bias that occurred 
in the exercise. Players also provided brief qualitative responses to questions about player identity and what 
they learned during the exercise. Finally, players answered demographic questions such as previous videogame 
experience, gender, age, and academic college or school.  

Results

128 individuals completed all outcome measures. There were 70 (53%) participants in the control group and 58 
(44%) in the experimental group. Forty-seven percent (N = 63) were male and forty-six percent (N = 62) were 
female (3 participants chose not to respond). Seventy-six percent (N = 99) identified as “White” and thirty-six 
percent identified as non-White (N = 47; 4 African Americans, 13 Latinos, 21 Asians, and 1 American Indian). 
Finally, twenty percent self-identified as gamers (N = 13) and seventy-nine percent identified as non-gamers (N = 
103).

All scales had good internal consistency with the exception of perception of bias; Cronbach’s alphas were: level 
of engagement scale (.821), perspective taking (.892), perception of bias (.521), and empathy (.951). As internal 
consistency for the perception of bias scale was poor, it was not used for further quantitative analyses. Due to the 
fact that the majority of participants identified as White/Caucasian, implicit bias is only reported for those individuals. 
With the exception of implicit bias, all scales had non-normal distributions, thus non-parametric statistics were 
used for the majority of analyses.

There was no significance in participants’ level of implicit bias in the experimental (M = .30, SD = .33) versus 
control (M = .29, SD = .40, t(96) = .13, p = .93) groups. However, participants in both conditions had lower levels 
of implicit bias than the survey data would suggest. Nosek et al. (2007) found that individuals across the country 
have higher implicit bias scores than participants of our study (M = .37, SD = .43). Sabin, Nosek, Greenwald, and 
Rivera (2009) found slightly higher levels of implicit bias among individuals with doctorates than our sample (M = 
.32, SD = .45).

Mann Whitney U tests revealed no significant differences in engagement (experimental Md = 10.0, n = 58; control 
Md = 10.0, n = 69; U = 1984, z = -.080, p =  .94), or perspective taking (experimental Md = 16.0, n = 58; control 
Md = 17.0, n = 68; U = 1748, z = -1.11, p = .267). Level of empathy for Jamal was significantly different for the 
experimental (Md = 19.5, n = 56) and control conditions (Md = 28, n = 63; U = 1209, z = -2.96, p = .003, r = -.27), 
with participants in the control condition (website) reporting more empathy for Jamal.

A one way between groups multivariate analysis of variance was performed to investigate sex differences in 
identification with Jamal. Two dependent variables were used: perspective taking and empathy. The independent 
variable was gender. There was a statistically significant difference between males and females on those combined 
variables (F (2,118) = 9.79, p = .000; Wilks’ Lambda = .86; partial eta squared = .14). When considered separately, 
there were significant differences in perspective taking  (F (1,121) = 17.59, p = .000, partial eta squared = .13) and 
empathy (F (1,121) = 9.53, p = .003, partial eta squared = .074). An inspection of the mean scores indicated that 
females (M = 17.22, SD = 2.67) reported more perspective taking than males  (M = 14,63, SD = 3.96). Females (M 
= 26.3, SD = 10.39) also reported more empathy for Jamal than males (M = 20.59, SD = 9.97).

A separate one way between groups multivariate analysis of variance was performed to investigate race/ethnicity 
differences in identification with Jamal. Two dependent variables were used: perspective taking and empathy. The 
independent variable was race/ethnicity. There was a statistically significant difference between individuals who 
identified their race as White compared to those who identified as non-White (F (2,188) = 4.22, p = .017; Wilk’s 
Lambda = .93; partial eta squared = .07). When results for the dependent variables were considered separately, 
only empathy was statistically significant (F (2,119) = 8.11; p = .005; partial eta squared = .07). An inspection of 
the mean scores indicated that White participants reported more empathy for Jamal (M = 24.70, SD = 10.31) than 
non-White participants (M = 17.96, SD = 9.86).
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Discussion and Implications

This is the first study of a videogame that uses perspective taking to reduce implicit bias against African Americans. 
We did not find that the videogame lead to decreased implicit bias compared to our control condition; however, 
we did find slightly reduced levels of implicit bias compared to other studies. Thus, it is possible that either playing 
the game or viewing the website lead to reduced implicit bias for participants in this study. Future studies should 
incorporate a pre-test/post-test methodology to determine whether the website or game conditions directly lead to 
reductions in implicit bias.

Interestingly, participants in the control condition reported more empathy for Jamal than those who played the 
game. One explanation for this is that Fair Play was designed to immerse the player as Jamal. Because empathy 
is the capacity to recognize the emotions in others, it would be difficult for players to experience empathy for a 
character designed to be an extension of them. In fact, several participants self-reported that it is difficult to have 
empathy for yourself, suggesting that they saw Jamal as an extension of themselves. This suggests that empathy 
may not be a compelling measure to study players using games that foster projected identity, unless the players’ 
empathy for other non-player characters is of key interest. Future studies should explore additional factors that 
lead readers of the website to report more empathy for Jamal. 

Female participants reported more perspective taking and empathy for Jamal and White participants reported 
more empathy for Jamal. Future studies should examine the specific factors that lead to this difference. Future 
studies should also include more racial/ethnic minority participants so that differences 
among minority groups can be unraveled.
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